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Objectives of the session

This session is designed to get you familiar with methods and tools for
continuous software integration and deployment.
In particular, we will cover Gitlab CI/CD, and Github Actions

DevOps

DevOps is a set of practices that combines software development (Dev) and IT operations (Ops). It
aims to shorten the systems development life cycle and provide continuous delivery with high
software quality. DevOps is complementary with Agile software development; several DevOps

aSPECtS came from the Aglle mEth0d0|Ogy' — Contributors, Wikipedia https://en.wikipedia.org/wiki/DevOps
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There are many variants https://theagileadmin.com/what-is-devops/
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* DevOps is a practice of bringing development and operations teams together whereas Agile is an iterative approach that focuses on
collaboration, customer feedback and small rapid releases.

* DevOps focuses on constant testing and delivery while the Agile process focuses on constant changes.

* DevOps requires relatively a large team while Agile requires a small team.

* DevOps leverages both shifts left and right principles, on the other hand, Agile leverage shift-left principle.

* DevOps focuses more on operational and business readiness whereas Agile focuses on functional and non-function readiness.

Source: https://www.gur le-vs-d html

Definitions

Continuous Integration

for every change submitted to an application - even to development branches - it’s built and
tested automatically and continuously, ensuring the introduced changes pass all tests,
guidelines, and code compliance standards you established for your app.

Continuous Delivery
not only built and tested at every code change pushed to the codebase, but, as an additional
step, it’s also deployed continuously, though the deployments are triggered manually

Continuous Deployment
instead of deploying your application manually, you set it to be deployed automatically. It does
not require human intervention at all to have your application deployed

https://docs gitlab.com/ee/ci/introduction/

The target area of Agile is Software development whereas the Target area of DevOps is to give end-to-end business solutions and fast delivery.
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Environments allow control of the continuous deployment of your software, all within GitLab.

Environments

Introduction
There are many stages required in the software development process before the software is ready for public consumption.
For example:

1. Develop your code.
2. Test your code.

3. Deploy your code into a testing or staging environment before you release it o the public

This helps find bugs in your softwere, and also in the deployment process as well,

GitLab CI/CD is capable of not only testing or building your projects, but also deploying them in your infrastructure, with the added
benefit of giving you a way to track your deployments. In other words, you will always know what is currently being deployed or has
been deployed on your servers.

It's important to know that:
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« Deployments are created when GitLab CI/CD is used to deploy versions of code to environments.
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GitLab:
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« Provides a full history of your deployments for each environment.

« Keeps track of your deployments, so you always know what is currently being deployed on your servers.

If you have a deployment service such as Kubernetes associated with your project, you can use it to assist with your deployments, and
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https://docs.gitlab.com/ee/ci/variableﬁ/README.htr‘nr:

can even access a web terminal for your environment from within GitLab!

https://docs.gitlab.com/ee/ci/environments/index.html
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Configuration of the pipeline execution

* Scheduled execution

* Configuration in the .gitlab-ci.yml file
¢ Configuration for a Job

* Scheduled execution

* Configuration in the .gitlab-ci.yml file

tags: to choose the “runner”

stage: in which stage the job is run

variables: define job variables on a job level.
dependencies: list of jobs whose artifacts will be used

when: When to run job. Also and

allow_failure: false (by default), true

script: the shell script(s) to execute.

only: limit when jobs are created. Also available: only:refs, only:kubernetes, only:variables, and only:changes.

except: limit when jobs are not created. Also available: except:refs, except:kubernetes, except:variables, and except:changes.
image: docker image to use name:tag

services: use Docker services images. Also available: services:name, services:alias, services:entrypoint, and services:command.

https://docs.gitlab.com/ee/ci/yaml/

* Configuration for a Job

only: limit when jobs are created. Also

only:refs, 5, and only:changes.
. excent:variables. and except:chanaes.

only and except are two keywords that set a job policy to limit when jobs are created:

except: limit when iobs are not created. Also : excent:refs. except:

1. only defines the names of branches and tags the job runs for.

2. except defines the names of branches and tags the job does not run for.

There are a few rules that apply to the usage of job policy:

* only and except areinclusive. If both only and except are defined in a job specification, the ref is filtered by only and
except .
s only and except allow the use of regular expressions (supported regexp syntax).

* only and except allow to specify a repository path to filter jobs for forks.

19 https://docs.gitlab.com/ee/ci/yaml/




Configuration of the pipeline execution

* Scheduled execution
* Configuration in the .gitlab-ci.yml file
¢ Configuration for a Job
* only: limit when jobs are created. Also available: only:refs, ol

* exceot: limit when iobs are not created. Also available: excen

only and except are two keywords that set a job policy to
1. only defines the names of branches and tags the job
2. except defines the names of branches and tags the jo|

There are a few rules that apply to the usage of job policy:

* only and except areinclusive. If both only and ex
except.
e only and except allow the use of regular expression:

e only and except allow to specify a repository path

https://docs.gitlab.com/ee/ci/yaml|/

In addition, only and except allow the use of special keywords:

Value

01

branches

chat

external

external_pull_requests

merge_requests

pipelines

pushes

schedules

tags

triggers

veb

Description

For pipelines triggered by the pipelines AP

When the Git reference for a pipeline is 2 branch.

For pipelines created by using 2 GitLab ChatOps command

When using Cl services other than GitLab,

When an external pull request on GitHub s created or updated (See Pipelines for external pull requests),

For pipelines created when a merge request s created or updated. Enables merge request pipelines, merged

esults pipelines, and merge trains.

For multi-project pipelines created by using the APl with CI_J0B_TOKEN, or the trigger keyword.
For pipelines triggered by a git push event, including for branches and tags.

For scheduled pipelines.

When the Git reference for a pipeline is 2 tag,

For pipelines created by using 2 trigger token.

For pipelines created by using Run pipeline button in the GitLab UL, from the project’s CI/CD > Pipelines

section

Configuration de I'exécution du pipeline

* Scheduled execution
* Configuration in the .gitlab-ci.yml file

¢ Configuration for a Job
* before_script
* after_script

* cache: List of files that should be cached between subsequent runs. Also available:

cache:policy.
* variables
* image: defines the default image
*  services : defines the default services

https://docs.gitlab.com/ee/ci/yaml/

acked, cache:when, and

23

Configuration of the pipeline execution

* Scheduled execution

* Configuration in the .gitlab-ci.yml file

¢ Configuration for a Job

* image: docker image to use name:tag
* services: use Docker services images. Also available: services:name, services:alias, services:entrypoint, and services:command.

https://docs.gitlab.com/ee/ci/yaml/

Job artifacts:

n
Archive available on'success. N
Configuration (sub-lis
artifacts:paths,
artifacts:exclude,
artifacts:expose_as,
artifacts:name,
artifacts:untracked,
artifacts:when,
artifacts:expire_in, and
artifacts:reports.

https://docs.gitlab.com/ee/ci/pipelines/job_artifact
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GitHub Actions: GitHub's response
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Types

Apps

Categories

APl management

Chat
Code quality
Code review

Continuous integration
Dependency management
Deployment

IDEs

Learning

Localization

Mobile

Monitoring

Project management
Publishing

Recently added

Pull requests Issues Marketplace Explore

Q Search for apps and actions

Actions

An entirely new way to automate your development workflow.

11109 results filtered by  Actions | x

Actions

Setup Go environment
&y sction: @

Setup a Go environment and add it to the
H

¥ 519 stars

Cache

5y sctions @

Cache atifacts lie dependendis and build
cutputs to improve workfiow execution time

¥ 2.3k stars

Setup Node js environment
By actions @

Setup 2 Node s environment by adding
problem matchers and optionally
dovnloading and adding it to the PATH
27 16k sars

Download a Build Artifact
By action:

© 0 00

Download a build artifact that was previously
uploaded in the workflow by the upload-
artfact action

P L0 ctare

Sort: Best Match

First interaction

By ac
Greet new contributors when they create
their first issue or open their first pull request
T 140 stars

Setup .NET Core SDK
By actions

Used to build and publish NET source. Set
up a specific version of the NET and
authentication to private NuGet repository
377 stars.

Setup Java JDK
£y actons @

Set up a specific version of the Java JOK and
add the command-line tools to the PATH
oy 565 stars.

Upload a Build Artifact

Upload a build artifact that can be used by
subsequent workflow steps
T 1.3k stars
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10 steps
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1 witn
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1 - usest actions/setup-pytnongv2

15

16 non-version: *3.x

v vip*

1 - runs pip install - scripts/requirenents.txt
1 - run: pytnon scripts/process_core.py

» - nane: rsync ceployments

2 uses: burnettal/rsync-ceploymentses.1

e
¢ S({ secrets.SSH_PRIVATE 3} c
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@ deploy © Setupjob
Erent-  Status~  Branche  Actore
i © Update contributors =
| deploy #16 Commit 181
of | Run actions/setup-pythor
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